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Abstract

This paper presents a new technique for information fusion. Unlike most pre-
vious work on information fusion, this paper explores the use of instance-level (ex-
tensional) information within the fusion process. This paper proposes an algorithm
that can be used automatically to infer the schema-level structure necessary for in-
formation fusion from instance-level information. The approach is illustrated using
the example of geospatial land cover data. The method is then extended to operate
under uncertainty, such as in cases where the data is inaccurate or imprecise. The
paper describes the implementation of the fusion method within a software proto-
type. Finally, the paper discusses several key topics for future research, including
applications of this work to spatial data mining and the semantic web.

Keywords interoperability, qualitative spatial reasoning, geospatial ontology, uncer-
tainty, knowledge representation

1 Introduction

Information fusion is the process of integrating information from diverse sources to pro-
duce new information with added value, reliability, or utility (cf. Wald, 1999). Informa-
tion fusion is a basic function of any information system. The key problem in achieving
information fusion is matching the diverse semantics of categories and relationships in
the different information sources. This paper presents a new approach to fusion that is
able to exploit knowledge of such semantics derived from instances in the data, rather
than relying solely on the definitions of categories for matching semantics.

To illustrate, if all instances of “swamp fen” in database A are classified as “inland
marsh” in database B, we might infer that the category “inland marsh” subsumes the cat-
egory “swamp fen.” This inference does not depend on the semantics of “inland marsh”
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or “swamp fen,” and so might be performed by a person with no knowledge or experi-
ence of marshes and fens, or even (as in this paper) by an automated reasoning system.
Although the example is grossly simplified, more sophisticated instance-based analysis
can be achieved if the instances have more structure. Of particular relevance to this paper
is the structure imposed by geospatial location (i.e. we have information about where the
swamp fens and inland marshes are located).

In this paper we set the scene in section 2 with an overview of the approach taken
in this paper and relevant literature. Section 3 presents the model and algebraic basis
for instance-based information fusion, followed by a worked example in section 4. The
process of reasoning from specific cases to general rules (as in the example above) is
termed inductive inference. Inductive inference can be unreliable, particularly where
instance-level data is uncertain (for example, if some instances are incorrectly classi-
fied as “swamp fens” or “inland marshes”). Consequently, allowing for uncertainty is
a consideration in the instance-based fusion process, addressed in section 5. Section 6
contains a discussion of key implementation issues and description of a fusion system
software prototype. Finally, section 7 concludes the paper with a summary and road map
for future work.

2 Background

The semantics of an information source may be described using an ontology (defined
as “an explicit specification of a conceptualization,” Gruber, 1993). The task of fusing
information compiled using different ontologies is a classical problem in information sci-
ence (e.g., Wiederhold, 1992). This problem continues to be an important research issue
within many topics, including schema integration in databases (Kim and Sea, 1992; Lak-
shmanan et al., 1993; Sheth and Kashyap, 1993); semantic heterogeneity in interoperabil-
ity (Vckovski, 1998; Sheth, 1999); schema matching in the semantic web (Berners-Lee
et al., 2001; Doan et al., 2002); mediators (Wiederhold, 1992; Ullman, 2000; Tzitzikas
et al., 2001); ontology-based information integration (Ganter and Wille, 1999; Guarino,
1998; Guarino et al., 1999; Fonseca et al., 2002); knowledge representation (Calvanese
et al., 1998); and data warehousing (Widom, 1995; Zhou et al., 1995).

The overwhelming majority of existing techniques for information fusion are not au-
tomated, and focus solely on the schema itself (see Wache et al., 2001, for a review of
ontology-based information fusion). Automation is hard to achieve because the seman-
tics of information are difficult or impossible to precisely define. Some techniques have
been developed for automating ontology integration based on natural language process-
ing of schemas or schema descriptions, or through analysis of the structure of the schema
(see Rahm and Bernstein, 2001, for a survey of these techniques). However, these tech-
niques are typically only applicable to relatively narrow application domains, and are
unable to account for the mismatch between how information is defined and structured
in an ontology and how information is actually used in practice. As a result, most stud-
ies of the application of ontology integration techniques to practical domains, such as
geographic information (e.g. Kokla and Kavouras, 2001; Kavouras and Kokla, 2002;
Worboys and Duckham, 2002), are at best partially automated and rely on high levels
of human application domain expertise to define the mapping between the ontologies of
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different information sources.
Conventional information fusion techniques, including work on ontology-driven in-

formation systems (e.g., Guarino, 1998; Fonseca and Egenhofer, 1999), are concerned
with schema-level (or intensional) information about the definition and structure of an
information source. Focusing solely on schema-level information ignores a valuable
source of instance-level (or extensional) information about how concepts defined in the
schema are actually used in an information source (Rahm and Bernstein, 2001; Berlin
and Motro, 2001). A handful of techniques have been developed that are able to exploit
such instance-level information. Doan and collaborators have explored using machine
learning and probabilistic models to identify the most likely mappings between elements
in the schemas of the information sources to be integrated (Doan et al., 2000, 2002).
Li and Clifton have developed a technique that first classifies patterns of structure and
values within instance-level information and then uses the classifier algorithm to train
a neural network to identify similar elements within an information source schema (Li
and Clifton, 1994, 2000). In this paper we present a new technique for automate the
fusion process using instance-level information that is based on an algebraic rather than
a probabilistic approach.

2.1 Overall approach

We can summarize our approach and contrast it with other work on information fusion
using Figures 1 and 2. Most previous work on information fusion is concerned primar-
ily with integrating the schema-level definitions of information, as shown in Figure 1.
This process typically requires the intervention of a human domain expert to identify
the shared ontological structure between the different schemas. For example, in order
to fuse two different land cover maps of a particular region, domain expertise would be
needed to identify the schema-level relationships between the ontologies for those two
maps. The fusion process would then proceed based on this domain expert’s knowledge,
such as the knowledge that the class “Forest” in one map is the same as “Woodland” in
another map.

Shared
ontological
structure

Human domain
expertise

Schema A Schema B

Figure 1: Summary schema-level information fusion

By contrast, the approach taken in this paper is to use both schema-level definitions
and instance-level examples within the information fusion process, shown by Figure 2,
which includes all of Figure 1. In order to operate, the fusion process does not require any
schema-level information, other than the conceptual schemas (data models) for the data
sets to be fused (as provided, for example, by a database). Automated pattern recognition
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techniques can be used to identify shared structure within the instance-level examples,
such as shared lexical, geometric, or topological structure. This shared instance-level
structure may then be used to infer shared schema-level structure. Continuing the land
cover example above, if we happen to notice that all the “Forest” regions in one map are
“Woodland” regions in the other map (instance-level structure) we might infer that the
land cover class “Forest” is subsumed by the class “Woodland” (schema-level structure).

Shared
ontological
structure

Human domain
expertise

Shared lexical,
,

, ...
structure

topological
geometric

Automation

Data set A

Schema A

Data set B

Schema B

Schema-level

Instance-level

Figure 2: Summary of schema- and instance-level information fusion

Where available, additional intensional information can be incorporated into the fu-
sion process (see sections 3.8 and 4.1). This additional information might come directly
from human domain experts. However, considerable research effort over recent years
has been directed at the problem of formalizing, storing, and processing the ontologies
and contexts associated with conceptual schemas, especially within the domain of ge-
ographic information (e.g., Brodaric and Gahegan, 2002; Fonseca et al., 2003). Such
intensional information, perhaps stored within an ontology-based information system
Guarino (1998), could potentially be incorporated into the fusion process using the same
mechanism as for human domain expertise.

Note that potentially any instance-level structure may be used to drive the fusion
process in Figure 2. The common geographic coordinate systems of geospatial infor-
mation provides an ideal structure. For this reason, and because information fusion is
a high-profile problem for geographic information science, most of the examples in this
paper concern geospatial information. However, the approach is not limited to fusion of
geospatial information, and the final section indicates some other non-spatial application
areas are being explored.

In summary, the two main advantages of using instance-level information in addition
to schema-level information in the fusion process are:

1. How concepts are defined is not necessarily the same as how they are used. Only by
looking at instance-level information can we determine how concepts are actually
used.

4



2. Instance-level information forms a rich source of examples that can be used to au-
tomate part or all of the fusion process. Understanding the semantics of schema-
level information requires human expertise in all but the narrowest problem do-
mains.

3 Fusion construction

This section provides an algebraic specification of our fusion algorithm, based in part on
Worboys and Duckham (2002). The earlier paper presents an algebra of information fu-
sion where schema-level information is related through the definition of a set of “atoms,”
which define the indivisible classification elements used to relate two schemas. The ap-
proach presented below represents a significant step forward from this earlier work, be-
cause the construction presented here requires no atoms. The process of atom definition
in Worboys and Duckham (2002) requires domain human expertise, and so developing
an atomless model is a prerequisite for automating the fusion process.

At certain points, the following material uses some standard results from algebra
and lattice theory. Readers who are not familiar with these topics may find it helpful
to refer also to section 4, where we provide a concrete worked example of the fusion
construction.

3.1 Classifications

The first step in the fusion construction is to formally define a classification of a region.
A region is assumed to be partitioned into a finite number of blocks. A classification is
then an assignment of a value in a classification structure to each block of the partition.
In this paper, we make the assumption that the classification structure is a finite join
semilattice, so that each pair of classes has unique minimum class that subsumes them
both. This assumption implies that each classification structure has a top element �. A
join semilattice is necessary in order to obtain the properties of the fusion construction,
discussed below in section 3.7. Sometimes, it is convenient to add or include a bottom
element ⊥ to the semilattice. There is an elementary result in lattice theory that every
finite join semilattice with ⊥ is a lattice.

So, let X be a region, and part(X) be the set of all partitions of the region. A
classification of X is a tuple

C = 〈X,P, T, g〉
where function g : P → T , P ∈ part(X), and T is a join semilattice, with top element
�. Unless otherwise stated, we assume below that X is fixed. In that case, we may
unambiguously express a classification as

C = 〈P, T, g〉

3.2 Morphisms between classifications

Let C1 = 〈P1, T1, g2〉 and C2 = 〈P2, T2, g2〉 be two classifications. Suppose there are
functions, π : P1 → P2 and τ : T2 → T1, such that
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1. τ preserves semilattice joins.

2. For all p1 ∈ P1, τg2π(p1) ≥ g1(p1)

If these conditions are satisfied, we say that there is a morphism µ = 〈π, τ〉 : C1 → C2.
The arrow diagram below shows the morphism configuration between two classifications.

P1
g1−−−−→ T1

π

� τg2π≥g1

�τ

P2
g2−−−−→ T2

Two classifications C1 and C2 are isomorphic if there exists a morphism µ = 〈π, τ〉 :
C1 → C2 such that inverse functions π−1 and τ−1 exist with the property that µ−1 =
〈π−1, τ−1〉 : C2 → C1 is also a morphism. We write C1 ∼= C2. Note that in this case,
g1 ⊆ τg2π ⊆ τ−1τg2ππ−1 = g1, and so the full commutativity condition, τg2π = g1

holds in this case.

3.3 Extensional forms of classifications

At the heart of the formal fusion construction is the observation that classifications can
be built out of the blocks of their partitions. Informally, we can describe any class in
a classification as the set of all instances of that class, i.e., a class can be defined with
reference to its extension. To illustrate, one way to describe exactly what we mean by the
class “elephant” is to refer to the set of all objects that we call elephants. This set would
include all objects that were also instances of sub-classes of “elephant,” for example,
instances of the classes “Indian elephant” and “African elephant.”

Realizing the importance of these extensional forms of classifications was one of the
most frustrating and time-consuming stages in the development of our fusion construc-
tion. However, using the extensional forms of classifications results in a fusion construc-
tion that is, overall, much simpler. The extensional form of a classification makes explicit
the link between the intensional and extensional information, and provides a formal def-
inition of a class within the context of a particular data set. The formal construction of
the extensional form of a classification is given below. It might be helpful to read the
remainder of section 3 in parallel with section 4, where a concrete example is worked
through.

Formally, let classification C = 〈P, T, g〉 be given. Define T′ = 〈Im(g)〉 to be
the join sub-semilattice of T generated by Im(g), where Im(g) denotes the image of
function g. Let function g′ be the restriction of g to codomain T′. Then, there is an
obvious morphism from C = 〈P, T, g〉 to C′ = 〈P, T ′, g′〉.

We are now ready to construct the extensional form of the classification. The key
observation is that each x ∈ T′ may be represented uniquely as the join of all elements
of Im(g) less than or equal to x. Define the extension function, e, as:

e : T ′ → P(X)
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e : x 
→
∨

y∈Im(g),y≤t

g−1(y) where x =
∨

y∈Im(g),y≤t

y

Now define C = 〈P, T , g〉, where g = eg′ and T = Im(e). By the uniqueness of the join
construction, e : T ′ → T is an injection, and therefore a bijection. It is possible to check
that e preserves joins. So C ∼= C′, and there is a morphism from C to C. The classification
C is called the extensional form of classification C.

3.4 Regular classifications

The extensional form of a classification constructed above in a sense gives the classifi-
cation pared down to its essential form. Elements in the semilattice that are not used or
distinguished in the classification are eliminated or merged in the extensional form. In
some cases, we wish to work with a classification that is already rid of its inessential
elements. This is expressed by the following definition. A classification is called regular
if it is isomorphic to its extensional form, that is, C = C.

3.5 Refinement classifications

A partition P ′ is a refinement of partition P whenever the following condition holds.

∀p′ ∈ P ′ ∃p ∈ P p′ ⊆ p

We may note that such a p is unique.
Given a refinement P ′ of P and a classification C = 〈P, T, g〉, we can construct a

classification C′ = 〈P ′, T, g′〉, as shown in the following arrow diagram.

P ′ g′−−−−→ T

π

�
�id

P
g−−−−→ T

Function π assigns to each p′ ∈ P ′ the unique p ∈ P containing p′. Is is easy to see that
π is an inclusion-preserving surjection. Function g′ is defined to be gπ. The pair 〈π, id〉
is clearly a morphism from C′ to C.

3.6 Integration of two classifications

In this section we work with regular classifications. (If the classifications are not regular,
then we use the methods described above to regularize them. This process removes and
merges only redundant elements, so nothing crucial is lost.) Suppose we are given two
regular classifications, C1 = 〈P1, T1, g1〉 and C2 = 〈P2, T2, g2〉. From above, C1 ∼= C1

and C2 ∼= C2, and so we can work with the integration of the extensional forms. In fact,
because of these isomorphisms, we will assume that C1 and C2 are already in extensional
form, and so drop the overline symbol. The overall arrow diagram is below:

T1
τ1−−−−→ T1 ⊗ T2

τ2←−−−− T2

g1

�
�g1⊗g2

�g2

P1
π1←−−−− P1 ⊗ P2

π2−−−−→ P2
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We begin by constructing the product partition P1 ⊗ P2, defined in the usual way as:

P1 ⊗ P2 = {p1 ∩ p2|p1 ∈ P1, p2 ∈ P2, p1 ∩ p2 �= ∅}
where πi maps p ∈ P1 ⊗ P2 to the unique pi ∈ Pi containing p. The product partition
P1 ⊗ P2 is a refinement of both P1 and P2, and will be our integrated partition, upon
which the fused classification is based. P1 ⊗ P2 comes with two inclusion-preserving,
surjective projection functions:

π1 : P1 ⊗ P2 → P1

π2 : P1 ⊗ P2 → P2

The classification function g1 ⊗ g2 is defined by the rule,

g1 ⊗ g2 : p1 ∩ p2 
→ g1p1 ∩ g2p2

The basis upon which T1⊗T2 is constructed is Im(g1⊗g2)∪T1∪T2. It may happen that
this partial order is not a join semilattice, as two elements may have more than one min-
imal upper bound. The unique smallest lattice L containing a partial order P as a subset
is a standard construction of lattice theory, called the Dedekind-MacNeille completion
and written L = DM(P ) (Grätzer, 1978). Therefore, the integrated taxonomy T1 ⊗ T2

is constructed as:
T1 ⊗ T2 = DM(Im(g1 ⊗ g2) ∪ T1 ∪ T2)

The integrated classification is defined by

C1 ⊗ C2 = 〈P1 ⊗ P2, T1 ⊗ T2, g1 ⊗ g2〉
The diagram makes clear that there are morphisms from C1 ⊗ C2 to C1 and C2. We just
need to observe that

g1 ⊗ g2(p1 ∩ p2) = g1p1 ∩ g2p2 ⊆ g1p1 = τ1g1π1(p1 ∩ p2)

and
g1 ⊗ g2(p1 ∩ p2) = g1p1 ∩ g2p2 ⊆ g2p2 = τ1g2π2(p1 ∩ p2)

3.7 Properties of the integration operation

This section considers some of the fundamental formal properties of the integration op-
eration. As in the previous section, we assume that the classifications have already been
pared and are therefore regular. We begin by constructing the following unit classifica-
tion

U = 〈PU , TU , gU 〉
where PU is the partition {X}, TU is the join semilattice containing a single element, �
say, and gU maps X to �.

Suppose we are given two regular classifications, C1 = 〈P1, T1, g1〉 and C2 = 〈P2, T2, g2〉.
Then, we have the following properties:

C1 ⊗ C2 ∼= C2 ⊗ C1 (1)

(C1 ⊗ C2)⊗ C3 ∼= C1 ⊗ (C2 ⊗ C3) (2)

C1 ⊗ U ∼= C1 (3)

8



In other words, the collection of all classifications (strictly, all equivalence classes of
classifications under classification isomorphism) has the algebraic structure of a monoid.
Achieving these properties, which have a direct bearing on practical implementation of
the construction, was a key goal during the development of the fusion construction. To-
gether the commutative and associative properties (equations 1 and 2) ensure that for a
set of classifications, the fusion construction will produce the same product irrespective
of the order in which these classifications are integrated. Thus, the results of fusing two
data classifications are suitable for inclusion in further fusion operations. The identity
property (equation 3) ensures fusing a classification with the unit classification (the iden-
tity element) results in fusion product that is unchanged from the input classification.

3.8 Adding extra relations

The approach so far has been to allow the instance information of a classification to in-
fluence the classification structure. So, for example, if the total region classified as value
t is contained in the total region associated with class t′, then we infer that t′ subsumes
t. We may additionally allow direct relationships between classifications to influence the
structure of the integrated classification. This ability is important if we are integrating
classifications in which we have not only instance information, but also direct knowledge
about subsumption relations between elements of the two classification structures. The
formal mechanism for constructing a new classification is that of a quotient structure.

Formally, let T be a finite join-semilattice. We have noted above that a finite join-
semilattice with ⊥ is a lattice, so we can consider T to be a lattice. Suppose, there is
given an extra subsumption relationship t ≤ t′, where t, t′ ∈ T . We can rewrite the
relationship as t ∧ t′ = t or t ∨ t′ = t′. Consider t ∧ t′ = t. Construct a relation ≡′ on
T , where x ≡′ y iff for some z ∈ T , (x = z ∧ t and y = z ∧ t ∧ t′). Now, let ≡ on T be
the reflexive, symmetric, transitive closure of ≡′. It follows that ≡ respects lattice meets,
and so by basic lattice theory a quotient lattice T/ ≡ may be constructed, which is the
lattice that takes account of our original subsumption relationship t ≤ t′ in T .

Notice, that if we had begun with the equation t∨ t′ = t′, we could have made a dual
construction with a quotient lattice as result. However, this lattice may not be the same
as the former quotient lattice. Indeed, we could use both the join and meet equations
to get a third and possibly different result. The issue here is that we are revising our
assumptions about subsumption relationships (given in T ) based on new information.
The way that this new information is incorporated will lead to differing results. Our
choice of construction depends upon the context. We explore the implications of this
result in the section 4.1.

4 Example application

To illustrate the fusion construction we provide a concrete example application, using
two hypothetical land cover data sets. The aerial photograph in Figure 3 shows several
different types of land cover in the region of Oldtown, Maine, USA.

We now suppose that two different individuals or organizations have produced digital
land cover data for this region, using different ontologies. This situation is very common
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Figure 3: Aerial photograph of Oldtown, ME (Source: USGS aerial imagery)

for geographical information. Figures 4 and 5 show the taxonomies and the resulting
land cover maps for these two data sets.
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Figure 4: Land cover classification 〈P1, T1, g1〉 for Oldtown region

Referring back to the algebraic fusion construction in the previous section, the entire
region is X; the land cover maps on the left-hand sides of Figures 4 and 5 are the par-
titions P1 and P2 of the region X; the taxonomies on the right hand sides of the same
figures are the join semilattices T1 and T2. The relation between each taxonomy and the
corresponding map is provided by the key (i.e. the shading patterns in both the map and
the taxonomy) and is represented formally by g1 and g2. Note that only the leaf classes
of a multi-level taxonomy are represented in the map (e.g. there are no regions labeled
“Vegetation” in Figure 4). This is conventional for land cover data, but is not a require-
ment of the formal model. By labeling partition elements using the numbers in Figures
4 and 5 and labeling elements of each taxonomy using the first letter of the correspond-
ing land cover class (so “Urban” becomes U ), the two classifications can be expressed
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Figure 5: Land cover classification 〈P2, T2, g2〉 for Oldtown region

formally as:

P1 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}
P2 = {11, 12, 13, 14, 15, 16}
T1 = {�, B,C, I,O,R, V,W}
T2 = {�, A, F,H, S,U}
g1 : 1 
→ C, 2 
→ O, 3 
→W, 4 
→ O, 5 
→ I, ..., 10 
→ C

g2 : 11 
→ A, 12 
→ S, 13 
→ H, 14 
→ U, 15 
→ F, 16 
→ S

17

18

19

20

22

21

23

24

25
26

27

29
30

28

Figure 6: Product partition P1
⊗

P2

The product partition P1
⊗

P2 is shown in Figure 6. The two projection functions
are given by:

π1 : 17 
→ 1, 18 
→ 2, 19 
→ 2, 20 
→ 3, 21 
→ 5, ..., 30 
→ 6
π2 : 17 
→ 12, 18 
→ 11, 19 
→ 12, 20 
→ 13, 21 
→ 14, ..., 30 
→ 14
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The next stage is to build the extension functions e1 and e2:

e1 : � 
→ P1, B 
→ {5, 7}, C 
→ {1, 9, 10}, I 
→ {5}, ...,W 
→ {3}
e2 : � 
→ P2, A 
→ {11}, F 
→ {15},H 
→ {13}, ..., U 
→ {14}

The extensional classifications C1 = 〈P1, T1, g1〉 and C2 = 〈P2, T2, g2〉 can now be
defined, with T1 = e1(T1), T2 = e2(T2), g1 = e1g1, and g2 = e2g2. In this example,
our input taxonomies T1 and T2 are already regular, so are isomorphic to T1 and T2. As
a consequence, we again drop the overline notation in everything that follows.

The classification function g1 ⊗ g2 is constructed as follows:

g1 ⊗ g2 : 17 
→ {1, 9, 10} ∩ {12}, 18 
→ {2, 4, 6} ∩ {11}, ...
The integrated taxonomy is then constructed as the Dedekind-MacNeille completion

of Im(g1 ⊗ g2) ∪ T1 ∪ T2, shown in Figure 7. For ease of reference, all of the tax-
onomies in Figure 7 has been relabeled with letters from the original classifications T1
and T2 replacing extensional labels. For example, from the definition above we know
that {2, 4, 6}∩{11} = {11} is in Im(g1⊗g2). Consequently, in Figure 7 the extensional
element {11} has been relabeled as A since e2(A) 
→ {11}.

Some new labels have been introduced to Figure 7 to label meets where no suitable
label exists in T1 or T2 (e.g. OU is the meet of O and U ). Figure 7 also shows all labels
where classes are identified as equal (e.g. W = H). Note that a bottom element, ⊥,
and element UV have been added to Im(g1 ⊗ g2)∪ T1 ∪ T2 by the Dedekind-MacNeille
completion to ensure T1 ⊗ T2 is a lattice. Figure 8 illustrates the full fusion construction
based on the commutative diagram at the beginning of 3.6, and annotated with example
mappings for one element of the product partition (element 19).

T

CS

V

OU OS

W=HS

CU F

R

C

B

U

O

A

T

I

UV

Figure 7: Integrated taxonomy lattice T1 ⊗ T2

Finally, Figure 9 shows the fused data set in a conventional cartographic form.

4.1 Incorporating intensional knowledge

The fusion example discussed above is entirely instance-based and so can be completely
automated (see section 6). As such it represents an important advance over conventional
manual information fusion techniques. Based on extensional information about parto-
nomic relationships between instances of land cover classes (e.g. “region 5 is part of
region 14”), the fusion construction is able to infer taxonomic relationships between the
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Figure 9: Fused land cover map

land cover classes themselves (e.g. “Industrial is subsumed by Urban”). There are many
such taxonomic relationships shown in the derived taxonomy in Figure 7.

However, a central feature of the fusion construction is the ability optionally to in-
clude prior knowledge about the intensional relationships between taxonomies (see sec-
tion 3.8). Returning to the land cover fusion example, assume we already possess in-
tensional knowledge about the taxonomies T1 and T2 that the class C (“Closed”) is sub-
sumed by the class U (“Urban”). The quotient lattice induced by the equation C∧U = C
is shown in Figure 10. The dual construction of the quotient lattice induced by the equa-
tion C ∨ U = U is shown in Figure 11.

Some categories in Figure 10 have become identified with the bottom element ⊥,
specifically F and CS. The quotient lattice in Figure 11 does not result in any such
identifications. Instead, one category in Figure 11, V , has become identified with the
top element �. Which construction is most appropriate will depend on the balance of
requirements for a particular application. The intuition behind the different structures is
that the meet quotient lattice (Figure 10) produces results that are more informative, in
the sense that categories can never become identified with more general categories. Con-
versely, the join quotient lattice (Figure 11) produces results that are more conservative in
that categories can never become identified with more specific categories. Consequently,
no category in the join quotient lattice can ever become associated with bottom, ⊥.

5 Uncertainty

The fusion technique described above rests on the simplifying assumption that exten-
sional information used to drive the inference process is perfect and certain. Imperfec-
tion is endemic in geographic information, as it is in many other types of information,
and leads to uncertainty (Worboys and Duckham, 2004). Two important classes of im-
perfection in extensional information are imprecision, a lack of detail or specificity in
information, and inaccuracy, a lack of correlation between information and the actual
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state of affairs in the world (see Duckham et al., 2001).
For example, to simulate inaccuracy Figure 12a shows a slightly revised version of

the partition in Figure 5, where some of the boundaries have been perturbed slightly. As
a result of these perturbations, many additional polygons have been introduced into the
product partition (Figure 12b), often referred to in the GIS literature as sliver polygons
because of their long thin geometry.

The effect of the inaccuracy on the resulting fused taxonomy, as shown in Figure
13, is dramatic. This new taxonomy is much less useful that the original classification
shown in Figure 7 as most regions are now simply classified by the meets of classes in
the original classifications. In addition, the Dedekind-MacNeille completion introduces
a further three new classes (SV , UB, and UV ), required to ensure the result is a lattice.
Comparing Figures 7 and 13, Figure 13 is clearly the more complex, and almost none of
the subsumption relationships between classes shown in Figure 7 are to be found in Fig-
ure 13. Thus, the resulting construction is not really “fused” at all, since we have gained
little new information about the intensional relationships between classes. Instead, the
resulting construction is a degenerate fusion product closer to a conventional overlay of
the two land cover data sets, a basic GIS operation for combining geospatial data. Figure
14 shows a “classification map” of the extension of resulting data set, where most of the
extents have been classified using the meets of original classes (gray shading), and only
one extent has been classified using a class in T1 ∪ T2 (white shading).

Addressing the problem of degenerate fusion products is important to the success of
automated information fusion. The problem will be a key area of future research, but in
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Figure 13: Degenerate taxonomy resulting from disregarding inaccuracy in extensional
information

this paper we present one solution that has the advantages of being both simple and highly
effective. The sliver polygons that result from inaccuracy are often easy to identify, either
by their relatively small area or elongated geometry. Once identified, sliver polygons can
then be omitted from the product partition. For example, the degree to which p2 ∈ P2

overlaps p1 ∈ P1 can be calculated as o(p2, p1) = area(p1∩p2)/area(p1). Similarly, the
degree to which p1 overlaps p2 can be calculated as o(p1, p2) = area(p1∩p2)/area(p2).
Finally, for some threshold value ko ∈ [0, 1], we can redefine the product partition,
P1

⊗
P2 in equation 4, as:

{p1 ∩ p2|p1 ∈ P1, p2 ∈ P2, p1 ∩ p2 �= ∅, o(p1, p2) ≤ ko and o(p2, p1) ≤ ko} (4)

In the case of our land cover example, setting the threshold ko to about 0.1 (i.e. ignor-
ing any polygon intersections with an area of less than 10% of both the two overlaping
polygons) allows us to regain the original fused taxonomy in Figure 7. The cost of ig-
noring these small overlaps is that some of the sliver polygons will be unclassifiable in
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Figure 14: Degenerate classification map, showing fused extents where t ∈ T1 ∪ T2

(white shading) or t ∈ Im(g1 ⊗ g2)\T1 ∪ T2 (gray shading)

the fused taxonomy. The total area of such unclassifiable extents can only ever be as
great as the threshold ko (i.e. 10% in our example), and in practice it will be much lower
(approximately 3% in our example).

There is, therefore, a balance to be struck between the quality of extensional and in-
tensional information in the fusion construction under inaccuracy. Tolerating higher lev-
els of inaccuracy leads to higher quality, more useful intensional information, but lower
quality extensional information with more unclassifiable regions. Conversely, tolerating
lower levels of inaccuracy leads to lower quality, less useful intensional information, but
higher quality extensional information with fewer unclassifiable regions. The revised
classification map resulting from a ko-threshold of 0.1 is shown in Figure 15. When
compared with 14 it is clear that many fewer locations have been classified using the
meets of classes in the original classifications (gray shading), although some locations
are now unclassifiable (hatched shading).

Figure 15: Classification map using ko-threshold of 0.1, showing fused extents where
t ∈ T1 ∪ T2 (white shading), t ∈ Im(g1⊗ g2)\T1 ∪ T2 (gray shading), or where extent is
unclassifiable (hatched shading)

Imprecision can be addressed in a similar fashion. Another threshold kg ∈ [0, 1] can
be used to exclude those extents where o(p1, p2) ≤ kg and o(p2, p1) ≥ 1 − kg from
the product partition. The intuition behind this formula is to exclude fine grained detail
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where a very large proportion of one extent overlaps a very small portion of another
extent. In the following section we explore one technique for finding the most desirable
threshold values.

6 Implementation and testing

The examples described above have all been tested within a prototype implementation.
In this section we briefly describe this implementation.

Rather than translate the algebraic construction into a procedural language, like Java,
it was much more efficient from a conceptual perspective to implement this construction
directly within a pure functional programming language. Thus, the core code of the fu-
sion construction was written in the functional programming language Scheme (Abelson
and Sussman, 1996). Using Scheme allows most of the fusion construction to be pro-
grammed directly as explained here, with only minor syntactic changes. For example,
the definition of the function g1, discussed in section 3.3 (g1 : p 
→ e1g1p) can be written
directly within Scheme as:

(define g1bar (lambda (p) (e1 (g1 p))))

where the Scheme functions g1 (g1) and e1 (e1) are defined elsewhere in a similar
fashion. There exists a direct correspondence between the Scheme program fragment
and the definition of the function g1. The lambda construct in functional programming
is derived from lambda calculus (see Barendregt, 1984) and binds occurrences of p in
the head of the function definition to occurrences in the body of function.

Scheme code was used to implement all of the fusion construction up to the compu-
tation of the Dedekind-MacNeille completion, which was implemented in Java using an
algorithm based on Bertet et al. (1997). Finally, the user interface and all remaining code
were implemented within Java. An open-source Java API for Scheme (Kawa) enabled
the entire system to be executed as a single Java application. The overall architecture is
summarized diagrammatically in Figure 16.

The data import subsystem allows geospatial data to be imported in the common .shp
Shapefile format. In addition to the extensions of the geospatial data within the Shape-
file, a description of the intensional subsumption relationships within the taxonomy is
also needed. In our prototype example, the taxonomy was expressed directly within
Scheme. In a practical system, the data and taxonomy would be available to the fusion
system via standard queries to the geospatial database system. The Java application mid-
dleware then communicates this information to the Kawa Scheme fusion engine, which
returns the fused taxonomy. After computing the Dedekind-MacNeille completion of the
taxonomy, this taxonomy is then displayed to the user, along with a classification map of
the integrated data.

The discussion in the previous sections highlighted the importance of k-thresholds in
effective fusion under uncertainty. The k-threshold levels are controlled by the user via
two sliders, shown in Figure 16, one for the overlap tolerance (ko), the other for the gran-
ularity tolerance (kg). Setting the sliders to appropriate levels is the only user interaction
needed by the fusion process, other than to the import relevant data sets. Increasing the k-
threshold tolerances increases both the level of integration in the fused taxonomy and the
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Figure 16: System architecture overview

level of unclassifiable regions in the fused extents. The interface provides rapid real-time
feedback on the fusion, so users are able to experiment with different k-thresholds and
interactively view the results both in terms of the fused taxonomy and the classification
map.

In addition to fabricated data sets, like those shown in this example, the system has
also been tested with several real land-cover data sets, such as USGS land use/land cover
data and local government land cover data in the US and Ordnance Survey MasterMap
data and CORINE land cover data for regions in the UK. In the following section we dis-
cuss the future research that needs to be conducted before the approach can be considered
for practical applications, although initial results indicate that the prototype implementa-
tion is able to successfully fuse such data.

7 Discussion and conclusions

This paper has set out a new technique for automating the process of information fusion.
This technique is founded on a formal algebraic model of information fusion that mod-
els both extensional and intensional aspects of information. Extensional relationships
between input data sets are used to automatically infer intensional relationships in the
fused data set, an inference process that would usually require human domain expertise.
This automatic inference is the key feature that distinguishes our information fusion con-
struction from a simple overlay procedure. Crucially for a fusion process, the algebraic
fusion construction has the properties of a monoid (section 3.7). Thus, for a set of clas-
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sifications, associativity and commutativity ensure that the results of the fusion process
will be unaffected by the order in which classifications are fused.

Where prior knowledge of intensional relationships already exists, this information
can also be included in the fusion process. Uncertainty in the input data sets, such as
extensional inaccuracy or imprecision, can have a significant effect upon the inference
process. Under uncertainty, a balance exists between the quality of extensional and in-
tensional information in the fused data set. Higher quality extensional information with
low proportions of unclassifiable extents can only be achieved at the cost of lower qual-
ity intensional information with poor integration between the input schema. Conversely,
tolerating lower quality extensional information with some unclassifiable extents leads
to much higher quality integration of input schema. The formal model has been suc-
cessfully tested and implemented, using a combination of procedural programming and
functional programming.

7.1 Further work

Two important areas of further work have already been suggested in the paper. First, the
use of k-thresholds to set tolerance levels for imprecision and inaccuracy is both simple
and effective. However, more research is needed into other approaches to uncertainty to
determine whether more effective techniques might also be developed. Second, so far
only subjective assessments of the fusion products have been attempted. Specifically,
future work will need to:

• Assess objectively the fidelity of fusion results, and verify that fusion products are
indeed suitable for use within different application areas.

• Compare the prototype automated fusion system with conventional manual fusion
processes, and verify from an HCI perspective that the automated fusion system is
indeed easier to use.

In addition to these topics, several other areas yet to be explored are suggested by this
research. First, the technique has been described here as a system for fusing semantically
related information sources, such as land-cover data sets. However, the same technique
might equally be used as a data mining system for discovering relationships between
semantically unrelated information sources. For example, if instead of two land cover
data sets the algebraic construction is applied to one land cover data set and one socioe-
conomic data set. If the resulting taxonomy indicates that, say, the “Agricultural” land
cover class is subsumed by the “Low per-capita income” socioeconomic class, this might
suggest some form of causal relationship between the two classes (even though it would
not be true to say that the concept “Agricultural” is a sub-concept of “Low per-capita
income”).

Second, the prototype implementation used user-defined k-thresholds to set the cor-
rect balance between intensional and extensional information fusion. In fact, there are a
variety of possible ways in which the selection of k-thresholds could be automated. For
example, by iterating the fusion process using different k-thresholds it should be possible
to find those thresholds that optimize the fusion for classifiability (i.e. the lowest thresh-
olds that result in no unclassifiable regions). Conversely, by developing a formal notion
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of how informative an integrated taxonomy is (for example, using measures of semantic
similarity as in Rodrı́guez and Egenhofer, 2003), it might also be possible to optimize
the fusion for information content (i.e. the highest thresholds that result in maximal
information content in the integrated taxonomy).

Finally, the fusion construction has been explored within the domain of geospatial
information, because a common geographic coordinate system provides an ideal structure
for driving the inference process. However, as mentioned previously the extensional
structure does not necessarily need to be spatial. Consequently, future research will also
focus on the applicability of the information fusion technique to a variety of non-spatial
application domains. For example, the set of results returned be a WWW search engine
in response to a particular query term can be thought of as a “region” of the WWW and as
the extension of that query term. Different “regions” of the WWW may “overlap,” in the
sense that they share related URLs or refer to pages with similar text. This non-spatial
structure between extensional “regions” of WWW query terms can be used to drive the
same information fusion process as described in this paper. This approach is currently
being explored as the basis for further related research into information fusion within the
semantic web.
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